
Eurographics Symposium on Rendering - Experimental Ideas & Implementations (2015)
J. Lehtinen and D. Nowrouzezahrai (Editors)

Stereo from Shading

Alexandre Chapiro1,2 Carol O’Sullivan3 Wojciech Jarosz2 Markus Gross1,2 Aljoscha Smolic2

1ETH Zurich 2Disney Research Zurich 3Disney Research Los Angeles

A 

B 

A 

B 
 

A 

B 

Figure 1: Stereo from Shading: the anaglyph image on the right is assembled from a single view (center) with no parallax
disparity, but with different shading (left), producing a 3D impression. The inset represents the difference between eye renders,
with the background color showing no difference.

Abstract
We present a new method for creating and enhancing the stereoscopic 3D (S3D) sensation without using the
parallax disparity between an image pair. S3D relies on a combination of cues to generate a feeling of depth,
but only a few of these cues can easily be modified within a rendering pipeline without significantly changing the
content. We explore one such cue—shading stereopsis—which to date has not been exploited for 3D rendering. By
changing only the shading of objects between the left and right eye renders, we generate a noticeable increase in
perceived depth. This effect can be used to create depth when applied to flat images, and to enhance depth when
applied to shallow depth S3D images. Our method modifies the shading normals of objects or materials, such that
it can be flexibly and selectively applied in complex scenes with arbitrary numbers and types of lights and indirect
illumination. Our results show examples of rendered stills and video, as well as live action footage.

Categories and Subject Descriptors (according to ACM CCS): Hardware Architecture [I.3.1]: Three-dimensional
displays—; Computer Graphics [I.3.3]: Three-Dimensional Graphics and Realism—Display Algorithms; Image
Processing and Computer Vision [I.4.8]: Scene Analysis—Stereo;

1. Introduction

In natural perception, the human visual system combines
several depth cues in order to create a sensation of depth.
These include the binocular cues of convergence and dis-
parity, as well as a variety of monocular cues, such as mo-
tion parallax, interposition, occlusion, size, perspective, ac-
commodation, and others. Stereoscopic 3D (S3D) as en-
abled by stereo 3D displays, supports binocular cues and
from that creates a sensation of depth. Presenting a sepa-

rate view to each eye does not, however, perfectly emulate
real life depth perception so limitations such as the vergence-
accommodation conflict [SKHB11] and other imperfections
remain problematic. Furthermore, all 3D displays are limited
to a feasible depth volume. In particular, autostereoscopic
displays are still very restricted in the depth range they can
reproduce without artifacts due to limited angular resolu-
tion. Therefore, enhancement of S3D perception has been a
very active field of recent research, which has been focused
mainly on disparity enhancement [DRE∗12b, CHA∗14].
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In this paper we explore the novel use of lighting varia-
tions between eye renders as a means to enhance S3D. We
are inspired by Puerta [MP89], who showed that a 3D illu-
sion is created when images with no parallax but different
cast shadows are displayed stereoscopically,

The goal of our new method, shading stereo, is to generate
an increase in the S3D sensation by leveraging differences
in shading between views, with cast shadows left unchanged
between renders. Our algorithm does not change the posi-
tion of light sources [MP89], but rather modifies the vertex
normals of selected objects in a scene. This method, not pre-
viously used in 3D rendering, allows us to choose where in a
scene to add shading stereo and to apply the method to com-
plex scenes with multiple and varied light sources. Our main
contributions are:

• The use of variable shading between eye renders as a tool
to create or enhance S3D.
• An algorithm that applies shading stereo to scenes with

arbitrary lighting by manipulating normals rather than
lights.
• The application of shading stereo to live action scenes in

scenarios where relighting is feasible.

All examples in the paper can be viewed with anaglyph
glasses (red-l, cyan-r). The supplemental images can
be optimally viewed using color neutral glasses (such as
time-multiplexed or polarized variants) if available, or alter-
natively anaglyph glasses.

2. Related Work

By displaying two photographs of a scene between which
the light was shifted horizontally, Puerta [MP89] generated
a 3D effect when viewing stereo images without disparity.
They suggest that the effect is caused by the difference in
cast shadows between views, but mention that shading could
possibly also act as a stereo cue. Langer and Bülthoff [LB99]
hypothesize that shading could be an effective cue to com-
municate the shape of objects, particularly under natural
lighting conditions such as diffuse light or lighting from
above. While differences in lighting have not previously
been used to augment the depth perception of S3D, re-
searchers have shown that shadows can increase speed and
reduce error rates of depth ordering tasks [BRK03] or to im-
prove visual processing of technical content [ŠPV11]. For a
full discussion of the role of cast shadows in 3D perception,
please see the work of Kersten and Mamassian [KM14].

Recent research has focused on enhancing per-
ceived depth by augmenting the disparity cue. Lang et
al. [LHW∗10] propose a mapping function that maps stereo
into a target space non-linearly and Chapiro et al. [CHA∗14]
suggest a depth re-mapping approach to increase perceived
depth under extreme compression. Masia et al. [MWA∗13]
present a content re-mapping approach to retarget stereo
content into the zone of comfort or retarget autostereo while

avoiding blurriness induced from limited angular resolution.
Didyk et al. [DRE∗12a] take advantage of the Cornsweet
illusion to create a convincing stereo experience and reduce
the overall depth range. They also propose a perceived
disparity model that takes into account both contrast and
disparity [DRE∗12b]. All these methods target parallax
disparity as the main source of depth perception and do not
consider light and shadows. Some work has addressed the
influence of color contrasts [IKA07] and, more recently,
luminance differences [VMB∗14] to S3D, but shadows
and shading are not directly addressed. View-dependent
effects like specular and refractive materials are particularly
challenging when displaying stereoscopic content and have
been addressed by several researchers [DKR∗14, TDR∗12].
Shading stereo could also be combined with these meth-
ods to enhance depth perception and handle highlights
effectively.

In order to create stereoscopic content that is backwards
compatible, Didyk et al. [DRE∗11] present stereo techniques
that compress disparity until is it barely noticeable without
glasses, while maintaining a small noticeable depth effect.
Others aim to create display technologies that show artifact-
free content that can be viewed with or without glasses,
while sacrificing some contrast [SLV∗13]. Shading stereo
could be used for this purpose either by itself or in com-
bination with such approaches, since the lack of disparity
and identical direct shadows between views means that the
mixed view seen without glasses is only barely distinguish-
able from a regular monoscopic image.

Finally, with respect to perception and comfort in
stereo, the vergence-accommodation problem [SKHB11],
cardboarding [CDP∗14] and motion and luminance ef-
fects [DMHG13] have all been investigated. In addition,
Siegel and Nagata [SN00] propose using microstereopsis
to view 3D content comfortably. A comprehensive survey
of comfort in stereo was published by Lambooij and col-
leagues [LFHI09]. The brain has been demonstrated to fuse
different low dynamic range images presented to each eye to
a higher dynamic range impression [YZWH12]. Changing
the normals of objects in order to exaggerate details, or to
help visually parse complex information [RBD06], has also
been proposed, albeit not for S3D applications. In this paper,
however, we present subtle lighting changes to each eye to
create an S3D effect.

3. Shading Stereo

Figure 2 (top) shows a traditional S3D camera setup, with
light positions static between views and two shifted cam-
eras. Simply shifting light sources between views as in Fig-
ure 2 (middle) would cause the same object to cast shadows
in different directions because of varying illumination (see
Figure 3-A). Furthermore, since the lighting of the scene
as a whole is changed between renders, some objects with
complex geometries may acquire disturbingly different col-
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Arbitrary lightingArbitrary lighting

Figure 2: Top: stereo from disparity. Bottom: shading stereo
modifies normals to simulate shifting lights.

(A) (B)

Figure 3: Left: rendering S3D with shifted lights. Right:
shading stereo is applied to the teapot only.

ors that are hard to fuse stereoscopically. Reflections and re-
fractions may be affected, and multiple lights, or lights that
are not conveniently located near the camera, would also be
difficult to handle.

Our solution to this problem, illustrated in Figure 2 (bot-
tom), consists of shifting the edits from the scene illumina-
tion to specific objects in the scene. In particular, since Lam-
bert’s cosine law states that the diffuse reflection off a point
is directly proportional to the cosine of the angle of incident
light to the surface normal, we can directly edit the normals
at all shade points of an object so that the illumination from
a light positioned at 0 matches exactly that of a shifted light
by employing an appropriate rotation. Now, arbitrary light-
ing of the scene can be employed, as the new lighting will
affect the rest of the scene normally, while the object of shad-
ing stereo will have modified shading. If the scene is lit by
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Figure 4: Shading stereo: the normal of x is adjusted to
match the angle of a reference point.

a single point light positioned at the origin (in view space),
the new method on the edited object will match the shifted
lighting described in the previous paragraphs exactly.

We begin by defining the 3D camera position c and two
reference points sl and sr that are shifted symmetrically from
c along the camera’s horizontal axis. For each eye, we use
one of these reference points as appropriate, and denote the
reference point used for the current render is s. Given a sur-
face M, for each point x ∈ M, we define ~vc = c− x and
~vs = s−x and perform the following operations:

• The axis of rotation is defined as~ax =~vc×~vs.

• If the original normal of x is ~nx, the angle by which the
normal is rotated is defined as θx = θxc − θxs, where
θxc = arccos(~nx ·~vc) and θxs = arccos(~nx ·~vs), i.e., how
different the angle between the vertex normal and the
camera is from the angle between the vertex normal and
the reference point. All vectors above are considered nor-
malized, so a dot product is the cosine of the factors.

• The new normal~n′x is the result of rotating~nx around the
axis~ax by an angle of θx.

This operation is performed for each point, thus obtain-
ing the new normals. Figure 4 illustrates these operations.
We assume that a shading model with a view-independent
diffuse and a view-dependent specular component (such as
Phong) is used, and shading stereo is applied to the diffuse
component. As for S3D rendering in general, the problem re-
mains of handling specularities and reflections, which often
produce incorrect depth sensations. We render specularities
separately and adjust them to what is defined as a “flat” set-
ting by Templin et al. [TDR∗12].

Finally, while the procedure described above requires
knowledge and manipulation of lighting and normals,
it is possible to obtain S3D effects in live-action se-
quences through image relighting (see the work of von der
Pahlen [vdPJD∗14]). As a proof of concept, we demonstrate
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shading stereo on scenes where geometry was known a pri-
ori. We overlay the shaded geometry on the original camera
views, thus generating a 3D sensation when viewed stereo-
scopically. The shading from an additional virtual light can
thus be used to generate the shading stereo effect (see Fig-
ure 8). Alternatively, the lighting of a scene could be emu-
lated in a rendering environment for a better match between
shading and image.

4. Feasibility Study

Our method follows the premise that S3D sensation can be
generated or increased by simply rendering the left and right
views with different shading. However, only a small subset
of all possible variations of illumination between both eyes
will cause a plausible depth sensation. For example, we ob-
served that the retinal rivalry caused by an exaggerated dif-
ference in shading generates discomfort. We therefore con-
ducted a perceptual experiment to explore the feasibility of
using shading stereo for S3D without causing disturbing reti-
nal rivalry.

Stimuli: Scenes were presented on an Alienware 2310
23", 3D capable display with the help of time-multiplexed
glasses. Participants were seated at a comfortable distance
of about 60 centimeters from the screen. The virtual camera
setup attempted to emulate natural viewing by placing cam-
eras on a scene 60 centimeters away from the stimuli and 6
centimeters away from each other, so that the virtual stimuli
would have 3D characteristics of size and shape similar to a
real world objects (orthostereo).

The rendering setup consisted of a stereo camera pair ori-
ented in parallel along the depth axis, with the resulting im-
ages re-converged, thereby displaying the center plane of
the stimuli with null parallax disparity. We consider this to
be the unit baseline. Given a point with coordinates (x,y,z)
and parallax disparity ψ, if the interaxial distance is re-
duced to dParallax ∈ [0,1], the disparity will change to be
dParallax ·ψ. As such, depth can be controlled proportion-
ally in our rendering system for experimental purposes, so
dParallax can be thought of as the depth compression factor.

Since the reference points can be placed arbitrarily far
from an object, an absolute distance such as that used for
cameras would not be suitable for parametrization. We there-
fore parameterized the difference in shading by angle θ, the
angle between the reference points and the center. Given a
maximum angle (in our experiments, π/6), we introduce a
light disparity dLighting ∈ [0,1] so that the angle between
the reference points is always dLighting ·θ.

Method: Fifteen naive volunteers (3F, 12M, ages 24–35,
with normal or corrected-to-normal vision) participated in
the experiment. We displayed simple geometric models as
in [RFWB07], ranging from flat to bumpy (Fig. 5), at com-
pression ratios of dParallax ∈ {0.0,0.2,0.4,0.6}. We hy-
pothesized that irregularities in the shape would generate

Figure 6: Results of our feasibility study to determine ac-
ceptable perceptual limits for shading stereo. Error bars
show standard errors.

more pronounced self-shading and hence seem more 3D.
Users were given control of the parameter dLighting us-
ing a method-of-adjustment procedure. They were tasked
with setting the following three light disparity measures in
turn: (i) the smallest dLighting where they perceived a just
noticeable difference in depth, compared to the presented
dParallax baseline; (ii) the smallest dLighting where they
first perceived retinal rivalry; and (iii) a preferred dLighting
setting between the two values found above.

We performed a 5(model)× 4(dParallax)× 3(measure)
Repeated Measures Analysis of Variance (ANOVA) on par-
ticipants’ responses (see Fig. 6) and found a main effect
of measure (F(2,28) = 156, p ≈ 0). Newman-Keuls post-
hoc tests of differences between means showed that all three
measures were significantly different (p < 0.05). We found
no significant main or interaction effects of dParallax or
model. This simple experiment demonstrates that shading
stereo does affect the perception of depth, within a limited
range, but further studies are required to fully evaluate and
quantify the effect.

5. Results and Discussion

We have explored the feasibility of using a lesser known
stereo cue to create or enhance depth perception. Our al-
gorithm is easy to implement and does not add significant
complexity to the rendering process and can be applied to
both images and video. The effect can be tuned and adjusted
flexibly on a per-object or even per-material basis and can be
used on scenes with arbitrary lighting.

Figure 7 reveals some interesting features of shading
stereo. Firstly, the first and second columns show that
shading stereo creates a noticeable depth illusion which is
clearly visible when compared to the original 2D image.
The third column shows a version of the content with no
shading stereo, but with a small amount of parallax dispar-
ity (dParallax = 0.2). Note that the depth range of these ex-
amples corresponds approximately to the depth reproduction
limits of current autostereoscopic displays. Finally, the third
and fourth columns show that using shading stereo in com-
bination with disparity enhances the depth illusion.
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(A) (B) (C) (D) (E)

Figure 5: Stimuli shown in the experiment, where (dParallax,dLighting)= A: 0.0,0.0, B: 0.2,0.0, C: 0.0,0.4, D: 0.2,0.6, E:
0.6,0.6

The last comparison above hints at interesting practical
uses for shading stereo. While in general the depth range
that can be generated by shading stereo without causing dis-
comfort is significantly more limited than disparity, shad-
ing stereo can still be used to enhance the depth sensa-
tion on depth limited display devices (e.g. autostereoscopic
displays) to go beyond the devices’ capabilities. Further-
more, shading stereo images without disparity can be viewed
without glasses and still provide reasonable 2D image qual-
ity. This enables backward compatible stereo applications,
where the same image can be viewed in both 2D (without
glasses) and 3D (with glasses) with good quality.

Our method has several limitations. Firstly, views have
to be re-lit, which requires access to the renderer or im-
age re-lighting methods. If geometric approximations of a
scene are used, some degree of precision and alignment is re-
quired. Excessive use of light disparity causes retinal rivalry,
and while we found some thresholds in this paper, complex
scenes might have significant variation (see Fig. 9). A failure
case where geometry is estimated poorly is also shown.

Finally, we have presented an initial exploration of shad-
ing stereo as a factor for 3D perception, but many ques-
tions remain. Further studies are required to determine un-
der which conditions shading stereo works best, how shad-
ing stereo compares to disparity, what kind of lighting, ge-
ometry, and materials should be used, and other interesting
directions for future work.
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eye view) (R) anaglyph image showing stereo from shading.
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images for each example.
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